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The Berlekamp—Massey algorithmis an algorithm that will find the shortest linear feedbahKtsegister (LFSR) for a given binary output
sequence. The algorithm will also find the minimal polynahaf a linearly recurrent sequence in an arbitrary fielde Tield requirement means

that the Berlekamp—Massey algorithm requires all non-eé&gments to have a multiplicative inverdbReeds and Sloane offer an extension to
handle a rind?]

Elwyn Berlekamp invented an algorithm for decoding Boseaw@thuri-Hocquenghem (BCH) codé¥¥ James Massey recognized its applicatior
to linear feedback shift registers and simplified the a'tg(m.[5][6] Massey termed the algorithm the LFSR Synthesis Algoritherigkamp
Iterative AIgorithm)[,7] but it is now known as the Berlekamp—Massey algorithm.
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Description of algorithm

The Berlekamp—Massey algorithm is an alternate methodite e set of linear equations described in Reed—Solomter$sm decoder, which
can be summarized as:

Sitv + MSiqp—1+ -+ A1 Sit + A5 = 0.
In the code examples below, C(x) is a potential instanc&(@). The error locator polynomial C(x) fdr errors is defined as:
Cla)=Cra"+Cr 2" '+ +Cy 2 +Crx+1
or reversed:
Cla)=14+C 2+ Cya’+---+Cpy "+ Cp 2"
The goal of the algorithm is to determine the minimal dedread C(x) which results in:
Spn+C Sui+ -4+ Cp S =0
for all syndromesn =L to (N-1).

Algorithm: C(x) is initialized to 1L is the current number of assumed errors, and initialize@to. is the total number of syndromesis used
as the main iterator and to index the syndromes from Oltt) B(X) is a copy of the last C(x) sindewas updated and initialized to his a copy
of the last discrepanay (explained below) sinck was updated and initialized to this the number of iterations sin¢e B(x), andb were
updated and initialized to 1.

Each iteration of the algorithm calculates a discrepah@t iterationk this would be:

d=5,+Cy Sp1+---+CL Sp—r.
If dis zero, the algorithm assumes that C(x) and L are corre¢chéomoment, increments, and continues.
If dis not zero, the algorithm adjusts C(x) so that a recalcutadf d would be zero:

C(z)=C(z) — (d/b) 2™ B(x).

The X" termshiftsB(x) so it follows the syndromes corresponding to 'b'. If fievious update of L occurred on iteratipihenm =k - j, and a
recalculated discrepancy would be:

d=5y+Cy Sy +---— (d/b)(S;+ By Sj1+ - ).

This would change a recalculated discrepancy to:
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d=d— (d/b)b=d—d=0.

The algorithm also needs to increds@humber of errors) as neededLlEquals the actual number of errors, then during the iteratiocess, the

discrepancies will become zero befarbecomes greater than or equal td_j2Otherwise L is updated and algorithm will update B(x),fizrease
L,and resetm=1. The formulaL = (n + 1 - L) limits L to the numlnéavailable syndromes used to calculate discrepanciesalan handles the
case where L increases by more than 1.

Code sample

The algorithm from Massey (1969, p. 124).

! polynomial(field K) s(x) = ... /* coeffs are s_j; output sequence as N-1 degree polynomial) */
1 /* connection polynomial */

+ polynomial(field K) C(x) = 1; /* coeffs are c_j */

. polynomial(field K) B(x) = 1;

\int L = e;

yointm=1;

v field K b = 1;

voint n;

E /* steps 2. and 6. */
v for (n = 0; n < N; n++)
{
/* step 2. calculate discrepancy */
field K d = s_n + \Sigma_{i=1}"L c_i * s_{n-i};

if (d == 0)

/* step 3. discrepancy is zero; annihilation continues */
m=m+ 1;

}
else if (2 * L <= n)

/* step 5. */
/* temporary copy of C(x) */
polynomial(field K) T(x) = C(x);

C(x) = C(x) - d br{-1} x"m B(x);
L=n+1-1;

B(x) = T(x);

b
m

d;
1
}

else

/* step 4. */
C(x) = C(x) - d br{-1} x"m B(x);
m=m+ 1;
}
}

\ return L;

The algorithm for the binary field

The following is the Berlekamp—Massey algorithm specédifor the typical binary finite field Fand GF(2). The field elements are 0 and 1. The

field operations + and - are identical and become the exausi operation, XOR. The multiplication operator * becortteslogical AND
operation. The division operator reduces to the identigrafion (i.e., field division is only defined for dividing/td, and x/1 = x).

1. Let5o, 51, 82" - - 51 be the bits of the stream.
2. Initialise two array$ andc each of lengttn to be zeroes, exceby +— 1,¢p + 1
3. assigrL + 0,m + —1.
4. For N = 0 steplwhile N < n:
= letd besy +e18nv_1 + @Sy 4+ -+ CrSn_p.
s if d = 0, then c is already a polynomial which annihilates the portion of sheam fromV — L to V.
= else
= Lett be a copy ot.
] SetcN_mr — CNm B bo, CN—mt1 ¢ CN—mi1 B b1, .. UPLOCL_1 €1 B by nim—1 (Whered is the Exclusive or operator).

s |f L < % setlL «+— N +1— L, setm + N, and leth + ¢; otherwise leavi[,, m andb alone.

At the end of the algorithrrL is the length of the minimal LFSR for the stream, and we tcgs, + cL—154+1 + cL—25442 + --- = 0 for all a.

Code sample for the binary field in Java

The following code sample is for a binary field.

public static int runTest(int[] array) {
final int N = array.length;
int[] b = new int[N];
int[] ¢ = new int[N];
int[] t = new int[N];
b[o] = 1;
c[o] = 1;
int 1 = 03
intm= -1;
for (int n = 0; n < N; n++) {
int d = 9;
for (int i = 0; i <= 1; i++) {
d ~= c[i] * array[n - i];

}
if (d == 1) {
System.arraycopy(c, 0, t, 0, N);
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int NM=n - m;
for (int j = @; j < N - N_M; j++) {
c[N_M + j] ~= b[]];

}
if (L<=n/2){
l=n+1-1;
m=n;
System.arraycopy(t, @, b, 0, N);
}
}

return 1;

See also

= Reeds—Sloane algorithm, an extension for sequences dggeis mod
= Berlekamp—Welch algorithm
= NLFSR, Non-Linear Feedback Shift Register
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External links

= Hazewinkel, Michiel, ed. (2001), "Berlekamp-Massey aiton", Encyclopedia of MathematicSpringer, ISBN 978-1-55608-010-4
= Berlekamp—Massey algorithm (http://planetmath.orgyetupedia/BerlekampMasseyAlgorithm.html) at PlanetMat

= Weisstein, Eric W., "Berlekamp—Massey Algorithm" (httmathworld.wolfram.com/Berlekamp-MasseyAlgorithnif)t, MathWorld
= GF(2) implementation in Mathematica (http://code.goagien/p/Ifsr/)

= (German) Applet Berlekamp—Massey algorithm (http://www.informeatsuebertragung.ch/indexAlgorithmen.html)

= Online GF(2) Berlekamp-Massey calculator (http://beal®k-massey-algorithm.appspot.com/)
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