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l / f  Noise 

MARVIN S. KESHNER 

Abtmct- l / f  noise is a nonstatioaary random process  suitable  for 
modeling evolutionary or developmental systems. It combines the strong 
influence of past events on the  future and, hence  somewhat  predictable 
behavior, with the influence of random events. Nwstntionny autocol- 
&tion functions for l/f nobe ae developed to demonstmte that its 
present behavior is equrlly CorreLted with both the Rcent md distant 
past. "he minimtun amount of memory  for a system that exhibits l/f 
noise is shown to be one state w t b l e  per decade of frequency. 'Lhe 
system condeneerr its pasthistory into the pnsent dues of its state d- 
ables, one of which npreaats an average over the  most  recent l unit 
oftime,oneforthelwtlOtimeunits,100units,1000,10000,andso 
on. E a d ~  such state variable has m eqd influence on pnsent behavior. 

T 
I. INTRODUCTION 

HE 1 /f noise is a  random process [ 1 I defined  in  terms of 
the  shape of its power  spectral  density S ( f ). The  power 
or the  square of some variable  associated  with the ran- 

dom process,  measured  in a  narrow  bandwidth, is roughly 
proportional to reciprocal  frequency  (Fig. 1): 

constant 
S ( f ) =  , f ,r  where: 0 < Y < 2 

and Y is usually close to  1. 

1 /f was noticed f m t  as an excess low-frequency  noise  in vac- 
cuum  tubes  and  then,  much  later, in semiconductors. Models 
of l/f noise, based on detailed  physical  mechanisms, were de- 
veloped by Bernamont [ 21 in  193 7 for vacuum tubes' and by 
McWhorter [3  I in  1955  for  semiconductors. Since the mid- 
fifties,  1 /f noise has been observed as fluctuations in the param- 
eters of many systems. Many are  completely  unrelated to  either 
tubes or semiconductors  and  their  1 /f noise cannot be explained 
with  either  model.  For  example, l/f noise has been observed 
as fluctuations  in [ 4 ] ,  [ 51 

-the voltages or currents  of: 
vacuum tubes 
diodes 
transistors 

-the  resistance of: 
carbon  microphones 
semiconductors 
metallic  thin-films 
aqueous  ionic  solutions 

-the  frequency of quartz  crystal  oscillators 
-average seasonal  temperature 
-annual amount of rainfall 
-rate of traffic flow 
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Fig. 1. The  power  spectral  density of I / f  noise. When compared  with 
white  noise  which has equal  power  at all frequencies, l/fnoise has  an 
abundance  at low frequencies. 

-the  voltage  across  nerve  membranes  and synthetic mem- 

-the  rate of insulin uptake by diabetics [61 
-economic  data [ 71 
-the  loudness  and  pitch of music [ 81. 

The  presence of 1 /f noise in  such  a diverse group of systems 
(plus  others  not  mentioned) has led  researchers to  speculate 
that  there  exists some  profound  law of nature  that  applies to  
all nonequilibrium  systems  and  results  in 1 /f noise.  Numerous 
specific  models have been proposed,  but  not  one  can  account 
for  the presence of 1 /f noise in even most of the  systems  listed. 
Perhaps the  only  similarity  among  these  systems is the  mathe- 
matical  description  that  leads to 1 /f noise. 

The  applicability of l/f noise to  the  description of the fluc- 
tuations  of  pitch  and  loudness in many  types of music strongly 
suggests that  1 /f noise is somehow less random  than  other noise, 
that  there is a relationship or correlation  between  events  that 
is lacking  in other noise.  But, to  date,  that  relationship  has 
remained a vague notion. Over what  time scales are  events 
related? A system for which present  events  are  influenced  by 
the  system's  past  history  must have some  mechanism  for  in- 
formation  storage, i.e., for memory. What kind of memory is 
required for 1 /f noise? How much  and for how  long does the 
system  remember? This paper will address  these  questions  and 
will demonstrate  that l/f noise is appropriate  for  the  descrip 
tion of fluctuations in systems  that evolve with  time. 

In Section 11, a  linear  system  that  produces l/f noise is ana- 
lyzed  and used to  derive an  exact  nonstationary  autocorrelation 
function. If the  time over which the process is observed is short 
compared  with the  time elapsed  since the process  began,  then 
the  exact  nonstationary  autocorrelation  function  can be ap- 
proximated.  The result is an  autocorrelation  function  that is 
almost  stationary  and  from which we can describe the  memory 
of systems  exhibiting 1 /f noise. In Section 111, the power  spec- 

branes 
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Fig. 2. The path of a  particle  undergoing  Brownian motion. 

tral  density  corresponding to  the  approximate  autocorrelation 
function is derived. The result is consistent  with  experimental 
observations of l/f noise in  that  the power  spectral  density is 
stationary  except  for  its  apparent steady value which depends 
lo&ithmically  on  the  time elapsed since the process was started. 
In Section IV, we consider another linear  system and,  from it, 
arrive at limits for  how much  memory the system  must have. 
Although the derivations  are based on physical systems, the 
same ideas are applicable to strictly informational systems. 
This will be discussed in Section V. 

Ii. l / f N o ~ s ~ :  A NONSTATIONARY RANDOM PROCESS 
The integral of the power  spectral  density fdr l/f noise  with 

1 < 7 < 2 (the most common case) is infinite. If 1 /f noise were 
a stationary  random process, one would  conclude that  its vari- 
ance is infinite and,  therefore, that  the values of the process 
often wiU be extremely large. One way to  avoid this problem 
has been to  postulate  the existence of a  lowest  frequency, be- 
low which the  shape of the power  spectral  density changed so 
that  the integral would converge. 

Experimenters studying 1 /f noise have searched carefully for 
any evidence of a  change in the shape of S (  f )  at very low fre- 
quencies, The  lowest frequency at which they can  accurately 
determine the power  spectral  density is limited by the long- 
time  stability of their  equipment and by the length of time 
over which they are willing to observe the random process. 
In spite of these  limitations, one group of experimenters mea- 
sured the l/f noise in MOSFET's down to 10-6.3 Hz or l 
cycle in 3 weeks 191 ! No change in shape was observed. Using 
geological techniques, the  l/f noise in weather  data has been 
computed down to  lo-'' Hz or 1  cycle in  300 years [ 101. 
Again, no  change was observed. Among all the experimental 
observations reported, only in  two cases has a change been 
seen: in the resistance fluctuations of thin-films of tin  at  the 
temperature of the  superconducting  transition [ 1  1 I and in  the 
voltage fluctuations across nerve membranes [ 121 . 

An alternate  solution to  the problem of infinite variance was 
proposed by Mandelbrot [ 131. He suggested that l/f noise 
(1 < Y < 2)  should be treated as a nonstationary random pro- 
cess. As such, its variance and also its power  spectral  density 
would be time dependent. Observing the process for a finite 
time would always yield  a finite variance. But,  only by know- 
ing  the  exact  state of the process at some  prior time, could one 
make  any  statements  about present behavior. 

To illustrate this idea, consider another well-known non- 
stationary  random process: a  particle  undergoing Brownian 
motion (Fig. 2). One  can  make statements  about  the present 
position of the particle  only if its position at some  prior  time 
was known. For example, assume that  the particle was in  the 
center  at time t = 0. At  some  later time, t = T, it is likely to  be 

RC LINE 
Fig. 3. A lumped  representation of a  coqtinuous  resistor-capacitor trans- 

mission  line  excited by a  white  noise current source. 

within  a sphere  at radius R  centered around its starting position. 
At a st i l l  later  time,  the radius will be larger. The mean posi- 
tion of the particle is a constant, equal t o  its starting position. 
But the variance in  the position of the particle,  corresponding 
to the  square of the radius of the  sphere  in which it is likely 
to  be found, increases linearly  with  time. If one insisted on 
describing this process as stationary and  collected  data from 
all time,  one would be forced to  conclude that  the variance 
was infinite;  the particle  could be anywhere  with  equal  prob- 
ability. But, describing the process as nonstationary and 
knowing where the particle was at some  prior time, one  can 
state where it will be later as a  random variable with  finite 
variance. 

In apparent conflict  with Mandelbrot's suggestion is the fact 
that experimenters measure the power  spectral  density of l/f 
noise, mostly without difficulty, without assuming that  the 
process is nonstationary, and without knowledge of its initial 
state. If the process were nonstationary, would not  the power 
spectral  density change as a function of time and initial condi- 
tions?  Experimenters  sometimes find the  amplitude of the 
power  spectral  density to  vary among  identical  systems mea- 
sured at  different times, but  the  shape and, in particular, the 
value of the  exponent 7 are quite consistent. (For example, 
see the  data presented by Hooge [ 141 .) 

We begin by considering in detail  a  simple  system that gives 
l/f noise exactly,  with Y = 1,  and deriving its nonstationary 
autocorrelation  function. This procedure  can be generalized 
to  derive the  nonstationary autocorrelation  functions  for all 
1 /f noise 0 < 7 < 2 [ 15 I .  The simple system to be considered 
is illustrated in Fig. 3. 

The system consists of a noise current source with a white 
power  spectral  density of magnitude Z driving the  input of a 
one-dimensional continuous resistor-capacitor transmission line 
(RC line) of infinite  length.  The impedance of an infinite RC 
line is 

z ( f ) = [ q z  j2nfC where: R resistance of the line per 
unit length 

C  capacitance of the  line 

j = f i .  

per unit  length 

The  power  spectral  density of the voltage at  the  input of the 
line is 

S ( f ) = P  - 
2nfC.  

R 

Provided that  the line is infinite  in length, S ( f )  is exactly pro- 
portional to l/f down to  zero  frequency. However, if the line 
is finite (and terminated in a fMte resistance), then S(f) will 
have a  lowest  frequency below which S( f )  is white. The value 
of the lowest  frequency is determined by  the length of the 
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To derive the  nonstationary  autocorrelation  function, we will 
allow the  line to  be  infinite  and will construct the system  such 
that  at  time t = 0 the voltage on  the line is zero  everywhere. 

The  white noise current  source will be constructed in a way 
that greatly  facilitates  calculations, but actually is a  quite gen- 
eral  form of shot noise  with  an average  value  of zero.  Consider 
a process that  once during the interval of time T produces  a 
unit impulse of current  which is either positive or negative 
with  equal  probability,  and  which can occur  anywhere within 
that interval  with  uniform  probability. 

I =  uo(t - t o )  where: 

1 
pdf(to)= - 

T' O < t o < T  

uo(t  - t o )  denotes  an 
impulse at  time t = t o  ; 

pdf(to) denotes  the 
probability  density  func- 
tion of to ; 

= 0, otherwise. 

Summing  a large number ( N )  of independent,  identical processes 
would  create  a  shot  noise  current,  with  a  white  power  spectral 
density of magnitude 

2N 
T 

S(f)=-- - Ii. 

For  our  computation, an increase in  the interval T will be  ac- 
companied  by  a  corresponding  increase in  the  number of inde- 
pendent processes, so that  the magnitude of S( f )  will remain 
constant. This is exactly  equivalent to requiring  a constant 
arrival rate of a single Poisson process. 

A current  impulse at t = to excites the RC line to give a  volt- 
age response of 

where 

1,  for t > t o  

0, for t < to .  
u-1(t - t o ) =  

The  autocorrelation  function of the voltage resulting  from  a 
single impulse is 

R(t1,   tz)=E{u(tl)v(tz)} 

where E { } denotes  expected value 

'u-l(t2 - to)pdf(to)dto.  

Noting that  both  terms  are  nonzero  only if the impulse  occurs 
before t l  and t 2 ,  and assuming t 2  > t l  we obtain 

Fig. 4 .  A sample of l/f noise  where  the  time of observation is short 
when  compared  with  the  time  elapsed  since  the process began. 

For N identical  and  independent processes, the frnal result is 
just N times  the above,  which is 

Imagine that  the  RC line was constructed  a  very  long  time 
ago, i.e., t p  is a big number,  and  that we will observe the pro- 
cess for a  comparatively short  time Tabs << t 2 .  Both  times 
tl and t 2  will be  within the observation  interval, but  the  start- 
ing  time, t = 0, will not be. As a  result, the  ratio of t l  and t 2  
will be nearly  equal to one (see Fig. 4). Thus we  can approxi- 
mate  the previous result by 

This procedure  can be easily generalized to derive the auto- 
correlation  functions  for 1 If noises for which Y # 1, but is 
anywhere in the range 0 < 7 < 2. The  details  are  presented 
elsewhere [ 151,  but  a  summary of the results is presented 
below. For  the  purpose of comparing the  nonstationary with 
stationary  autocorrelation  functions,  the  quantity ( t 2  - t l )  has 
been  replaced  by (7). 

R(T) 0: 17Ir-l for T > O ,  o < y < l  

R ( t 2 , T )  a l n 4 t z  - In 171 O < T < < t 2 ,  y =  1 

R(tz,T)at27-1-(constants)(7(r-1 1 < 7 < 2 .  

111. THE CORRESF'ONDING  POWER SPECTRAL DENSITY 
Assume that an experimenter observed the system  for  a  time 

T O b  much  shorter  than  the  time elapsed since the system was 
assembled and  the process begun. Further assume that  the 
experimenter  thought  he was  observing a  stationary  random 
process and  computed S( f )  based on  that assumption. What 
would  be the result? 

In the previous section, we  derived the  nonstationary  auto- 
correlation  functions  for 1 /f noise. These  functions  were  then 
approximated  for  the case where the  time of observation   to^) 
was much  shorter  than  the  total  time  (t2) elapsed since the 
process  began. The  result was that each  approximate  auto- 
correlation  function  could  be  written as the  sum of two  terms, 
one  dependent  only on t 2  and  one  dependent  only  on T .  
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f 

Fig. 5.  The  power  spectral  density  one  would  observe in measuring the 
noise  from  the RC line  model. 

R ( t 2 , 7 )  = f ( t2  1 + f (7). 

In effect,  the  nonstationary  autocorrelation  functions  are 
approximately  stationary.  The  nonstationary  behavior is en- 
tirely  contained in the  added  term  that  depends only on t 2 .  
By taking  the  Fourier  transform  with  respect to  the variable T 
we will compute an  approximately  stationary S( f )  and evalu- 
ate  the  effect of the added  term. Since one  cannot observe 
correlations over times  larger  than the  total  observation  time 
Tab, we will limit the value of T to  the range 

0 < 171 Tabs. 
For l/f noise  with 7 = 1, by dividing the  arguments of both 

terms by Tab, we have 

Using transform  pair  (1)  for  Erdelyi  (p.  17) [ 161 and the scal- 
ing  properties of Fourier  transforms, we obtain  for  the second 
term 

The  transform of the first term  with  respect to  ?is just  the  trans- 
form of a  constant,  which  yields  an  impulse  at  zero  frequency. 

where: uo( f )  denotes  the  unit  impulse  located  at f = 0. The 
overall  result is 

for I f I > > -  
TObS 

1 

I 
This power  spectral  density is illustrated  in Fig. 5 .  S( f )  is pro- 
portional to  l/f down to the  lowest  frequency  allowed by the 
limited  observation  time.  Both  the  exponent  and  the magni- 

Fig. 6. Autocorrelation  functions  for (llf) * +  7 noise. For ‘Y = 1 ,  the 
recent and the  distant past  have almost equal correlation  with  the 
present. 

tude of S(  f )  for  frequencies  above  this  lowest  frequency  are 
independent of the value of both t 2  and T o h  and  are,  there- 
fore;  stationary.  The  apparent  steady value  of the process over 
the  interval T h  would be the  integral of S ( f )  for 

1  1 
--<f<- 

Tabs T O b s  

and  would  equal 

The  nonstationary  autocorrelation  function derived in Section 
I1 corresponds to  a power  spectral  density  that  appears to  be 
stationary.  Measurements of S( f ) made  without  knowledge of 
initial  conditions  would be consistent  within  the  range of fre- 
quencies  allowed by the  limited  observation  time.  The  variance 
of the process grows logarithmically  with  time,  but observing 
for  a  finite  interval will always yield a  finite  variance. 

It is common  practice  in  the  literature to normalize S( f )  by 
dividing by the  square of the  steady value of the process. When 
an  independent  constant  term is not  dominant,  the  magnitude 
of S(f) would  then  depend  logarithmically on t 2 .  This may 
explain  some  experimental  observations where the value of the 
exponent  vanes  slightly  but  the value of the  magnitude  some- 
times varies enormously. 

IV. THE MEMORY OF l/f PROCESSES 
White noise has no memory of the  past;  current values of 

the process are  independent of past values. Most processes 
are  not  white  out to  infinite  frequency,  but  their  memory is 
limited,  often to  one  time  constant  or  state  variable. l/f pro- 
cesses do have memory.  The  questions  are  how  much and  for 
how  long are these processes influenced by their  past? In this 
section, we will explore  these  questions by fmt examining the 
approximate  autocorrelation  functions  from  Section I1 to  illus- 
trate  how  long  the process  remembers  and  then by constructing 
another  linear  system  that yields l/f noise to  illustrate  how 
many  initial  conditions  the  process  remembers. 

1 /f noise is a  random process  with a very long  memory.  The 
derived autocorrelation  functions,  illustrated  in Fig. 6, decay 
as a power of time,  slower  than  any  exponential,  except for  the 
case  of 7 exactly  equal to 1, for which the decay is logarithmic 
and  slower  than  any  power of time.  The  closer 7 is to  1,  the 
greater  the  influence of the  distant past when compared with 
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log s (f[- 7 
SLOPE = -2 

Fig. 7. Another linear system  that  yields l/f noise,  approximately. 

remember  one  number. 
Each section has one  state variable (the  capacitor  voltage) and can 

the influence of the recent  past. When 'Y equals 1, present 
events  are  approximately  equally  correlated  with  events  from 
the recent and  the very  distant  past.  For 'Y near  either 0 or 2, 
the process is influenced by the recent  past  much  more  strongly 
than by the distant  past. 

Since it is clear  from the  autocorrelation  functions  that  a 
1/f process is strongly  influenced by me past,  especially for 
7 nearly 1,  one  might  inquire  how  much  information  the  pro- 
cess remembers. Assume that  the process is modeled  with a 
linear  system,  and  that  its  entire past  history is represented 
by the present values of its  state variables. How many state 
variables are  required  for  such  a  system when its  fluctuations 
have a l/f power  spectral  density? Or how many  numbers  are 
required to summarize the influence of the past on the present? 
For  white  noise, the  number is zero.  For  Brownian  motion, it 
is one; only the initial  position is required.  But  for l/f noise, 
hundreds of numbers  are  required. 

The  continuous RC line  model that yields  an  exact fit to a 
1 /f noise  power  spectral  density  has  an  infinite number of state 
variables. So does the sum-of-distributed-time<onstants model 
introduced  by  Bernamont [ 21 in 1937  to explain l/fnoise  in 
vacuum  tubes. However, if we require  only  an  approximate  fit 
provided by a lumped,  linear  system,  then  only  hundreds of 
state variables are  required  and the number  increases  slowly 
with  the degree of precision  required. Alumped linear  system, 
quite  different  from the RC line  used  in  Section 11, will be 
analyzed to  place  both  a  lower  and  an  upper  limit on  the re- 
quired  number of state variables for  a l/f process. It will also 
be used to  illustrate  the similarity  among  1 If processes  with 
slightly  different values of the parameter 7'. 

A simple  linear  system  can be constructed to  have a  power 
spectral  density that differs  from (l/f)' by a  constant  percent- 
age error  which  can be made  arbitrarily  small.  It is illustrated 
in Fig.  7. It bears little  relation to  the previous model  except 
that  it is also a  linear  system driven by a white noise source  and 
that S(f) of some variable V o ( f )  will be l/f. It  consists of 
resistor-capacitor  sections  separated  and  isolated by unity-gain 
buffer  amplifiers. Each section  contributes  one  pole  and  one 
zero to  the overall response and has  one state variable, the 
voltage on the capacitor.  The  response of a single section is 
shown in Fig. 8. 

Of course, the required  number of sections  depends on  how 
closely the  approximate  and  exact curves must agree. An ex- 
act fit would  require  an  infinite  number. However, it is inter- 
esting to  determine  how  many  are  required  for  a * 5 percent fit, 
and  then to  use that value to  discuss the  number of state vari- 
ables and the number of values needed by a l/f process to  
summarize the past. A construction based on  the foregoing 
concept is presented  in Fig. 9.  The  continuous  lines  are  the 
power  spectral  densities  for  various values of 7 plotted  on a log 
versus log scale. Superimposed on each of these  lines  are dotted 
lines representing the  asymptotes  for S(f) of an  approximating 

POLE ZERO I& f 
LOCATION  LOCATION 

Fig. 8. The  frequency  response of a  single  section of the  linear  system 
illustrated  in Fig. 7. 

log f 

Fig. 9. A curve fit of the  power  spectral  densities of approximating 
linear systems to obtain l/f noire with various values of 7. The 
marks on  the abscissa and the ordinate, are one decade  apart. 

linear  system.  The  positions of the poles and  zeros were chosen 
for  a  maximum m o r  of +5 percent. 

The  results may be somewhat  surprising.  Approximately  1 
section (also 1  state variable) is required  per  decade of fre- 
quency to  fit  a  l/f power  spectral  density.  Slightly  fewer  are 
required  for  1  and  1 If3/', with  the value decreasing 
towards  zero per decade as S(f) approaches  white noise 
(7 = 0) or Brownian motion (7 = 2). (Note:  Brownian motion 
requires  a total of one state variable.) For  a  1 /f power  spectral 
density  extending  from  1 O-% Hz to  10 H z ,  only  a  hundred 
sections  are  required  for  a  better than 5-percent  fit. For  a 1- 
percent  fit, the  number is probably less than 500. This means 
that  the system  would have only  hundreds of state variables 
and would  summarize the past  with  only  hundreds of numbers. 

Even if we demand  a  perfect fit,  but only observe the process 
for  a  finite  time,  the  number of state variables whose present 
values must be treated  individually is not infinite.  The  effect 
of a  finite  observation  time (Tab) is to  smooth  the frequency 
response  by averaging over a  bandwidth ( fo) of approximately 
the reciprocal of that time. 

1 
f0 --. 

T O b s  

At most, we would  need  a  pole  and  zero at every multiple of 
( f o ) .  Thus the maximum  number of distinguishable state 
variables is the  ratio of the high-frequency  limit (fh) to  the 
reciprocal of the observation  time. 
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f h  maximum = -. 
fo 

For purpose of comparison  with  the  number  for  a  5-percent 
fit, choose  the  low-frequency  limit to coincide  with the lowest 
frequency allowed by  the observation  time.  (The  effect of all 
state variables whose time  constants  are  much  longer  than  the 
observation  time  can  be  grouped into one  present  value: the 
apparent  steady value.) The result is a  range  for the  number of 
state variables (N) given by 

l o g [ t ] < N < - .  f h  fo  

The  construction of Fig. 9 supports  the view that l/f noises 
with slightly different values of 7 are  fundamentally similar. 
They all have a  uniform  distribution of poles  per  decade of fre- 
quency  and over the range: 1 /2 < 7 < 312 have approximately 
the  same  number of poles  per decade. The  major  difference in 
the system for  different values of 7 is in  the relative weighting 
of the  effect of each state variable on  the present value of the 
output. 

For  the  duration of this  paper, the  author will use the  number 
of state variables required  for  a  5-percent  fit as the minimum 
required  for  the process.  Choosing a slightly better  or worse 
fit would have only  a small effect on  the minimum  number. 
Combining the result for  the  minimum  number of state vari- 
ables  required  with  the  characterization of the  autocorrelation 
functions  developed earlier, we arrive at  the following descrip 
tion of the  memory of 1 /f noise for 7 very near  1.  The  correla- 
tion of present  events  with  those  from  a time 7 long ago would 
result  from the voltage on all capacitors whose  discharge rate 
was too slow to allow for  an appreciable  change in  the  time T. 
All capacitors whose  poles  were at low  enough  frequencies but 
above the lowest  frequency fo would be included. 

1 
f o < l f l < G  

Since each  capacitor  has an equal  influence  on  present  behavior, 
the magnitude of the  correlation  for 7 = 1 is just  proportional 
to the total number of capacitors  included. 

R ( 7 )  0: [ 1  per  decade] x [number of decades] 

-log I -- : fo] 
.2m 

- constant - log 7 , 

Of course, this is the same  result as before. 

V. DISCUSSION 
l/f noise is an  evolutionary  random process. Its present be- 

havior is strongly  influenced  by  its  entire  history.  Furthermore, 
its  memory is dynamic;  the  influence of recent  events is added 
to and  gradually  supersedes the  influence of &tant events. 
The  influence of the  distant past  fades very slowly,  either as 
a  small  power of elapsed time  or logarithmically, very. much 
slower than  the  exponential  relaxation  times  associated  with 
low-order  differential  equations  commonly used for  system 
modeling. These  ideas will be  illustrated  first  by  considering 
l/f noise in MOSFET’s and  then  in  informational  systems. 

Most physical  systems  are  gradually  approaching  thermo- 

dynamic  equilibrium  and the influence of their initial condi- 
tions decreases with time. For example,  a MOSFET consists 
of concentrations of material,  which given enough  time, would 
disperse. The usual  description of its dynamics presumes that 
it can  be divided into two subsystems,  one that changes  very 
slowly when  compared  with the time of observation  and another 
that changes very  fast. Its structure changes so slowly that  for 
practical  purposes, it is considered  static. On the  other  hand, 
the  distributions of the electrons  and  holes  within the transistor 
have  very short relaxation  times  and  are  considered to be in 
quasi-equilibrium. 

The presence of 1 If noise in MOSFET’s, down to  the lowest 
frequency allowed by the limited  observation time [ 91, suggests 
that  the division into just  two  subsystems is inappropriate. In- 
stead,  the  transistor must  be compaed of subsystems  with 
relaxation  times  comparable to all time scales of interest. No 
matter  how  long it is observed,  some processes will have reached 
equilibrium  and the values of their  initial  conditions will be 
forgotten. A few processes will be demonstrably changing  over 
the observation  interval, while others will be  changing too slowly 
for  detection  and will preserve their  initial  conditions  almost 
completely.  The  length of time  that  one observes the system 
partitions  the subsystems into three  categories:  fast,  compar- 
able,  and  slow. Changing the observation time merely alters the 
category into which a  particular  subsystem is placed; the pro- 
cess is fundamentally  the same. To characterize the behavior 
of the transistor, one  must  know  the present values of each of 
the  state variables with  times  comparable to  or faster than  the 
observation  time. In addition,  one  must  know  the aggregate ef- 
fect of all the  state variables that do not change and whose  sepa- 
rate  effects  cannot be  distinguished during the observation  in- 
terval. All of these slowly changingvariables  arerepresented  by 
one  number:  the  apparent  steady value of the process.  Chang- 
ing the observation  interval  alters which  variables are  grouped 
together  and which must  be  treated  individually. 

Informational  systems  accumulate  information. With  pass- 
ing  time, they  exhibit  a general increase in  structure  and com- 
plexity,  rather  than  a decrease as in the case of a  transistor. 
Biological evolution,  cultural  development, the growth of 
governments, the development of economic  systems,  and 
personal  growth and development  are  good examples.  In  addi- 
tion works of art  that develop  central  themes,  such  as novels and 
symphonies  are also good  examples. Voss and Clarke [ 81 have 
shown  that  when music (which is obviously not a  random 
composition) is treated as if it were a  random process, then  the 
power  spectral  density of both  its amplitudes  and  pitch (as 
functions of time)  are l/f. The same may  be true  for  many 
information  accumulating, evolving systems;  some  parameters 
when treated as random processes may have power  spectral 
densities that are  1 If. 1 If noise combines the  strong  influence 
of  past events  with the  influence of current  events.  The  result 
is an  overall context  or  pattern  and  somewhat predictable be- 
havior, but with the possibility  of  new trends developing and 
of  occasional surprises. 

A l/f process appears to extract  trends  and  condense  data 
into summaries that,  in  turn,  determine  the values of the sys- 
tem’s state variables and  influence  present  behavior.  Focusing 
on  the minimum number of state variables required, we have 
one  with  a  time  constant of say 0.1  units of time,  one  with  1 
unit,  10  units,  100  units,  and so on. The value of the  state 
variable  whose relaxation  (or averaging) time is 1 s represents 
the average behavior or trend in the process  over the past  1-s 
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or so. The value  of the  100-s  state variable represents  a  sum- 
mary of the most  recent 100 s. Present behavior is influenced 
equally  by  each of these  .state variables. Each one represents 
a trend  in  the  data,  but over different  time scales. Recent  data 
might dominate the values of the  shortest  time  state variables, 
but it will have a progressively  diminishing impact  on  the  longer 
ones.  Persistent  new  trends will cause the process to adapt 
logarithmically  with  time, as more  and  more of the  state vari- 
ables reflect the new  trends  in  the  data  rather  than  the old. 

The models  developed for l/f noise might be useful for 
modeling  some of the  informational systems  mentioned  above. 
The idea that  information describing the past is summarized 
and  stored  in  the  form of trends over different time scales is 
particularly appealing. It seems  close to the way humans re- 
member  (and  incorrectly  remember)  information, as parts of 
consistent  patterns  rather  than as separate,  unrelated pieces. 
The  fact  that music has  1 /f noise statistics  and that when notes 
are  chosen at random,  they  sound  most musical  when their 
power  spectral  density is l/f, suggests a  connection  between 
the way humans perceive and  remember,  and the  structure of 
l/f noise.  Because of this  connection  and the influence of 
human  memory  and behavior on  the development of our 
institutions:  the development of ourselves, our  economic 
system,  our  government,  and  our  culture may each have the 
statistics of a l/f noise  random process. 
As a  final note, consider the task of  best predicting the  future 

behavior  of a l/f process.  Since present  and future behavior  are 
highly correlated  with  past behavior, one  must  understand the 
influence of the past to best  predict the  future.  For a l/f pro- 
cess, the past behavior can be summarized  by the present values 
of the system’s state variables. Approximately one per  decade 
over the  time  span of interest is the minimum number  required. 
Any form of  regression  analysis applied to a I/f process  would 
have to estimate  not  just  the average  value  of a  parameter over 
the  entire  extent of the  data,  but also its value  averaged  over 1 
unit of time, 10 units, 100 units, 1000, 10 000, etc.,  extending 
from  the  shortest to  the longest times of interest. Each of these 
averages  would determine  the value of one  state variable, and 
each state variable  will  have an  equal  influence  on  the  future 
behavior of the process. For best predictions, one would  com- 
bine the present value  of each of the  state variables with an  un- 
derstanding of the mechanism  by which each of them influences 
present behavior. 
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